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Abstract21

Terrestrial Gamma-ray Flashes (TGFs) are very short bursts of gamma radiation asso-22

ciated to thunderstorm activity and are the manifestation of the highest energy natu-23

ral particle acceleration phenomena occurring on Earth. Photon energies up to several24

tens of MeV are expected, but the actual upper limit and high-energy spectral shape are25

still open questions. Results published in 2011 by the AGILE team proposed a high-energy26

component in TGF spectra extended up to ≈ 100 MeV, which is difficult to reconcile27

with the predictions from the Relativistic Runaway Electron Avalanche (RREA) mech-28

anism at the basis of many TGF production models. Here we present a new set of TGFs29

detected by the AGILE satellite and associated to lightning measurements capable to30

solve this controversy. Detailed end-to-end Monte Carlo simulations and an improved31

understanding of the instrument performance under high-flux conditions show that it32

is possible to explain the observed high-energy counts by a standard RREA spectrum33

at the source, provided that the TGF is sufficiently bright and short. We investigate the34

possibility that single high-energy counts may be the signature of a fine pulsed time struc-35

ture of TGFs on time scales ≈ 4 µs but we find no clear evidence for this. The presented36

dataset and modeling results allow also for explaining the observed TGF distribution in37

the (Fluence × duration) parameter space and suggest that the AGILE TGF detection38

rate can almost be doubled.39

1 Introduction40

Terrestrial Gamma-ray Flashes (TGF) are very short (typically sub-millisecond in41

duration) bursts of gamma radiation associated to thunderstorms and lightning activ-42

ity (Briggs et al., 2010; Dwyer, Smith, & Cummer, 2012; Fishman et al., 1994; Marisaldi,43

Fuschino, et al., 2010; Smith et al., 2005). TGFs represent the manifestation of the most44

energetic natural particle acceleration processes occurring on Earth within thundercloud45

electric fields. Photon energies up to several tens of MeV have been reported, but the46

exact maximum energy that TGF photons can reach has not been clearly assessed yet.47

This is mostly due to the energy range of current TGF detectors which is limited to few48

tens of MeV and therefore makes all counts with higher energy to be registered in the49

overload channel without accurate energy information. Moreover, an accurate measure-50

ment of photon energy in this range is difficult, since photon interaction cross section51

in typical detector materials is dominated by electron-positron pair-production and a large52

amount of detecting material is required for a full energy measurement.53

One of the most acknowledged physical processes thought to be at the basis of TGF54

production is the Relativistic Runaway Electron Avalanche (RREA) process (Gurevich,55

Milikh, & Roussel-Dupre, 1992), possibly enhanced by the Relativistic Feedback mech-56

anism (Dwyer, 2003; Dwyer, 2012). In this scenario, the resulting TGF source photon57

spectrum is basically a power law with exponential cutoff with e-folding energy of ≈ 7.3 MeV,58

therefore it is difficult to account for photon energies larger than 30–40 MeV. Cumula-59

tive spectra of TGFs detected by RHESSI and AGILE (Dwyer & Smith, 2005; Marisaldi60

et al., 2014) proved to be compliant with these expectation. However, the use of cumu-61

lative spectra itself is questionable because all effects due to atmospheric absorption from62

different source regions and direction-dependent detector response are smeared out and63

mixed together. Single photon maximum energy was reported by RHESSI, AGILE and64

Fermi teams as larger than 20 MeV, 43 MeV and 38 MeV, respectively (Briggs et al.,65

2010; Marisaldi, Fuschino, et al., 2010; Smith et al., 2005). TGF detection by the AG-66

ILE Gamma-Ray Imaging Detector (GRID) (Marisaldi, Argan, et al., 2010), sensitive67

above 20 MeV, indicates that the TGF spectral component in the tens of MeV range is68

significant, although the energy resolution of the instrument close to the detection thresh-69

old is not sufficient to clearly assess the maximum photon energy. A systematic attempt70

at spectral fitting of individual TGFs detected by Fermi is reported in (Mailyan et al.,71

2016). Out of the 46 TGFs analyzed, 5 of them show a poor fit because of excess counts72
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at high-energy. The authors state that it is not clear whether this is due to deviations73

of the source spectra from RREA predictions or underestimation of instrumental effects74

such as pulse pile-up. In fact, due to the very high TGF photon flux, instrumental ef-75

fects significantly affect the measurements from all TGF-observing instruments (Briggs76

et al., 2010; Gjesteland, Østgaard, Connell, Stadsnes, & Fishman, 2010; Grefenstette,77

Smith, Hazelton, & Lopez, 2009; Marisaldi et al., 2014) and must be carefully accounted78

for when dealing with TGF intensity and energy spectrum. In 2010 the AGILE team,79

including some of the authors of this paper, reported the detection of TGFs by the minicalorime-80

ter (MCAL) instrument onboard AGILE with photon energies up to 100 MeV (Tavani81

et al., 2011), with a significant deviation from predictions by the RREA model. These82

results triggered significant theoretical efforts for their interpretation, e.g. (Celestin, Xu,83

& Pasko, 2012; Celestin, Xu, & Pasko, 2015; Luque, 2014). We also note that gamma-84

ray differential energy spectra extended up to 100 MeV have been reported for long-lasting85

Thunderstorm Ground Enhancements (TGEs) observed on ground (Chilingarian, Hov-86

sepyan, & Kozliner, 2013). However, independent confirmation of these findings were never87

obtained, basically because of the energy range of other space-based TGF observing in-88

struments being limited to 40 MeV. A thorough understanting of the TGF emission spec-89

trum in the tens of MeV range is particularly relevant also for the quantitative assess-90

ment of neutrons and radioactive isotopes production by photonuclear reactions (Babich,91

Bochkov, Kutsyk, & Rassoul, 2014; Babich & Roussel-Dupre, 2007; Bowers et al., 2017;92

Carlson, Lehtinen, & Inan, 2010; Enoto et al., 2017; Tavani et al., 2013).93

The discovery of TGFs simultaneous (within few hundreds of microseconds) to light-94

ning sferics detected by ground-based lightning detection networks (Connaughton et al.,95

2010, 2013) allowed to use only the association to lightning itself for TGF identification,96

provided a minimum number of counts are present, without the need for additional se-97

lection criteria. In other words, if any cluster of counts is observed in close time asso-98

ciation to a lightning, the probability of chance association is remote and we can be rea-99

sonably sure it is a TGF, regardless of all its other properties (Albrechtsen, Østgaard,100

Berge, & Gjesteland, 2019; Østgaard, Albrecthsen, Gjesteland, & Collier, 2015). A set101

of events firmly associated to lightning sferics would provide a reliable sample of TGFs102

unbiased by selection criteria based on gamma-ray data only, and would provide a test103

bench to confirm or disprove the existence of photons with energy higher than 40 MeV104

in TGF spectra. With this motivation, we searched for clusters of counts associated with105

lightning, without introducing any additional selection criteria. However, no simultane-106

ous association of AGILE MCAL events to lightning sferics were found before 23 March107

2015. This was due to the suppression of the detection of short TGFs due to the dead-108

time induced by the anti-coincidence (AC) shield surrounding the MCAL instrument (Marisaldi109

et al., 2014). In turn, the chance of association to lightning sferics detected by ground-110

based lightning detection networks strongly decrease with increasing TGF duration (Con-111

naughton et al., 2013). Starting from 23 March 2015, the AC veto signal was inhibited112

for MCAL, resulting in a 10-fold increase in TGF detection rate. Between 23 March and113

24 June 2015, a total of 279 TGFs have been recorded by AGILE in this enhanced con-114

figuration (Marisaldi et al., 2015) using the standard selection criteria described in Marisaldi115

et al. (2014). Among them, 39 events are associated with a lightning sferic detected by116

the World-Wide Lightning Location Network (WWLLN) within 200µs, when the prop-117

agation time from source to satellite is accounted for. For the same reference period, a118

TGF search based on simultaneous association to WWLLN sferics only resulted in the119

identification of 84 events, 28 of which exhibiting maximal count energy above 30 MeV.120

These events were rejected by the previously applied selection criteria. This dataset pro-121

vides the test bench we need to investigate the TGF maximal photon energy. We stress122

the fact that, although the claim for a population of high-energy TGFs dates back to123

2011 (Tavani et al., 2011), we were not able to pursue this analysis until a dataset with124

simultaneous lightning association was available, i.e. after the major configuration change125

of 23 March 2015.126
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In this work we study the properties of this WWLLN-identified sample with respect127

to previous observations. Then we describe an end-to-end simulation frame used to in-128

terpret the observations by taking correctly into account the TGF source spectrum, pho-129

ton propagation to satellite altitude, the detector energy response and the behavior of130

the front-end electronics. Finally we discuss the results regarding implications on AG-131

ILE TGF detection rate, fluence and duration distribution, the TGF high-energy spec-132

tral component and fine time structure at the source.133

2 High-Energy Dataset Characteristics134

We scanned the AGILE MCAL data for the period 23 March – 24 June 2015 in search135

for associations between count clusters and lightning sferics detected by the WWLLN136

network. Data for the period after 1 July 2015 are affected by a degradation of the AG-137

ILE time performance due to a failure of the onboard GPS. We define a cluster as a min-138

imum set of six counts detected in a 300µs time window, which is the minimum require-139

ment needed to trigger the MCAL onboard logic and enable data acquisition. We require140

a maximum time separation of ±500µs between the sferic and the cluster, after correct-141

ing for light travel time from lightning location to the satellite. No additional selection142

criteria are introduced. The search resulted in 84 events associated to WWLLN sferics,143

hereafter the WWLLN-identified (WI) dataset. The TGF dataset including 279 events144

obtained by means of selection criteria and described in Marisaldi et al. (2015) is here-145

after referred to as the selection criteria (SC) dataset. All the 39 events in the SC dataset146

associated to WWLLN lightning are identified also by the current analysis and included147

in the WI dataset: these will be referred to as the selection criteria and WWLLN (SW)148

dataset. 28 events of the WI dataset exhibit at least one count with reconstructed en-149

ergy larger than 30 MeV: these events, hereafter the high-energy (HE) dataset, are the150

core target of this paper. Hereafter we will also indicate with the term high-energy count151

a count with measured energy larger than 30 MeV. Figure 1 shows a schematic repre-152

sentation of the datasets used throughout this paper, and colors on plots will also cor-153

respond to the same dataset, accordingly.154

AGILE has no onboard sources for energy calibration. Moreover, calibration in the155

tens of MeV range is a non-trivial process. This is achieved for MCAL using galactic cos-156

mic rays as calibration sources. The spatial segmentation of the MCAL detector allows157

the topological identification of cosmic ray tracks that ultimately allow the measurement158

of the specific energy loss for Hydrogen and Helium nuclei and compare them to Monte159

Carlo simulations. Following this approach we can state that the MCAL energy recon-160

struction in the tens of MeV range is accurate within 20% (1σ), including systematic er-161

rors.162

Figure 2 shows the main parameter (longitude, local time, duration and intensity)167

distributions for the SC and the WI sample. TGF duration throughout this paper is de-168

scribed by the t50 parameter, defined as the time interval that includes the central 50%169

of the counts in a transient event (Koshut et al., 1996). Given the low number of counts170

in a transient, duration and intensity are derived by an unbinned maximum likelihood171

fitting procedure assuming a Gaussian time profile and a constant background, as de-172

scribed in details in Marisaldi et al. (2014). The TGF duration is then calculated as t50 =173

1.349σ where σ is the standard deviation of the Gaussian model. Differences in longi-174

tude and local time distributions are affected by the differences in WWLLN detection175

efficiency with respect to geographical region (driven by the geographic distribution of176

the receiving stations) and local time (driven by the day/night ionospheric asymmetry177

affecting the radio waves propagation properties). Differences in the duration distribu-178

tions are due to the bias towards short durations for TGFs associated to sferics explained179

in details in Connaughton et al. (2013); Dwyer and Cummer (2013). The difference in180

the intensity, i.e. the number of counts, distributions can also be ascribed to the differ-181

–4–©2018 American Geophysical Union. All rights reserved.



manuscript submitted to JGR-Atmospheres

SC(279) WI(84)

HE(28)
SW(39)

Figure 1. Schematic representation of the datasets used in this paper. SC: selection crite-

ria dataset. WI: WWLLN-identified dataset. SW: SC subset with WWLLN identification. HE:

WWLLN-identified events with high-energy (> 30 MeV) counts. Numbers in parenthesis indicate

the number of events in each dataset.

163

164

165

166

ence in duration, since shorter AGILE events typically exhibit lower intensity (Marisaldi182

et al., 2015), as it will be discussed in Section 4.2.183

Table 1 shows the main characteristics of the 28 events belonging to the HE dataset.186

The events are identified by a numerical Id which will be used throughout this work, and187

are ordered according to decreasing maximum count energy (EMAX). An extended ver-188

sion of the Table, including links to all light curves and energy vs. time scatter plots,189

for the WI dataset can be accessed at URL http://www.ssdc.asi.it/mcalwtgfcat/190

. The events with Id 1–6 present extremely high count energy, ranging from 1.9 GeV down191

to 323 MeV. After a close look at the light curves and counts topology, we regard these192

as spurious events and we disregard them from subsequent analysis. High-energy back-193

ground counts are due to cosmic ray particles and their rate in MCAL depends on mag-194

netic latitude. Based on averaged background observations, a good upper estimate is about195

180 counts/s with reconstructed energy above 30 MeV. The probability of having a back-196

ground count above 30 MeV in a 0.5 ms time window centered around the TGF time is197

therefore 0.09. If we consider this as a binomial process, the expected average number198

of positive results out of 28 trials (the total number of events in the high-energy sam-199

ple) is 2.5, while we have at least six. This may be due to the fact that very high-energy200

deposits in MCAL can be associated to instrumental effects resulting in the collection201

of two or more counts closely separated in time. This would in turn bias our requirement202

of minimum six counts per cluster, making this condition satisfied even for a smaller num-203

ber of independent counts. Events #4 and #5 present the high-energy count well sep-204

arated in time from the main TGF. These are presumably regular TGFs with maximum205

energy lower than 30 MeV contaminated by a background cosmic ray. These are also the206

only two of these spurious events with distance to the satellite footprint lower than 400 km.207

In particular, events #3 and #6 present distance to the satellite footprint larger than208

1000 km. These are most likely chance WWLLN associations, as real TGF photons at209

these distances would be almost completely absorbed in the atmosphere or Comptonized210

to energies lower than 500 keV (Hazelton et al., 2009; Østgaard, Gjesteland, Stadsnes,211

Connell, & Carlson, 2008; Smith et al., 2016).212

Figure 3 shows the distribution of the distance between the WWLLN location and213

the satellite footprint for the WI, SW and HE datasets, excluded the spurious events with214
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Figure 2. (a) Longitude, (b) local time, (c) duration, and (d) number of counts distributions

for the SC (blue) and WI (red hatches) datasets.
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Figure 3. Distribution of the distance between the WWLLN location and the satellite foot-

print for the WI sample (red data points), the SW sample (blue data points), and the HE sample

(green hatched histogram). Error bars correspond to the square root of the bin content.

220

221

222

Id 1–6 described above. Distance bin size has been chosen so that the surface area cor-215

responding to each distance bin is constant and equal to 1.57 ·105 km2. Therefore the216

distributions represent the TGF surface density, apart from a normalization factor due217

to satellite exposure time. Implications for the AGILE TGF detection rate are discussed218

in Section 4.1.219

In the following we will focus on three case studies: events #10, #14 and #24 from223

Table 1. This choice has been made because their maximum count energy spans the range224

between 39 MeV (event #24, close to the plausible maximum energy expected from a225

RREA process) to 113 MeV (event #10, not compatible with RREA). Moreover the in-226

cidence zenith angle θ for these events is smaller than 55◦ so that the photons reached227

the detector without scattering in the spacecraft, making the detector response matrix228

more reliable. We note that many other events in Table 1 satisfy this last condition. Con-229

cerning the lower maximum energy events, we regard events #23, #24, #26 and #27230

as equivalent, so our choice for #24 was arbitrary. For the intermediate energy range only231

event #14 was a viable choice. Concerning the highest maximum energy, we regard event232

#10 as representative of the class of events that dominate the high-energy power-law com-233

ponent of the cumulative spectrum presented in Tavani et al. (2011) and we decided not234

to choose as case study the extreme case represented by #7. Figure 4 shows the light235

curves and count energy vs. time plots for these events. In the top plots, the cyan curve236

is the maximum likelihood fit to the data assuming a Gaussian time profile, the magenta237

vertical line indicates the occurrence time of the WWLLN match corrected for light prop-238

agation time to the spacecraft, assuming a 15 km source altitude (Dwyer & Smith, 2005;239

Dwyer et al., 2012).240

Event #10 consists of 11 counts recorded in about 50 µs, two counts have energy246

above 100 MeV, and all counts but the first one have energy above 10 MeV. Such a very247

energetic spectrum is difficult to reconcile with expected production models. The time248

separation between consecutive counts is always close to 4 µs, which is a lower limit set249

by the front-end electronics (FEE) design, see Section 3.3. This means that, whatever250

high the incoming photon flux can be, no counts closer in time than 4 µs can be recorded,251

resulting in a maximum detectable flux of about 250 kHz. Photon signals in the detec-252

tors are then combined by the FEE in a non-trivial way to produce the measured counts,253

as described in Section 3.3. We regard it as extremely unlikely that the incoming flux254
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Figure 4. Light curve (top) and count energy vs. time (bottom) for events #10, #14 and

#24. In the top plots, the cyan curve is the maximum likelihood fit to the data assuming a Gaus-

sian model. In the bottom plots the horizontal dashed lines marks 30 and 100 MeV energy levels.

The magenta vertical lines indicate the occurrence time of the WWLLN match. t0 is the start

time of the TGF reported in Table 1.

241

242

243

244

245

for this event, as well as for most of the others included in the sample, is so finely tuned255

to the maximum detectable rate of the instrument. Therefore we assume that the true256

flux is higher than this maximum detectable rate. This gives a strong indication that the257

observations are significantly affected by instrumental effects.258

3 Monte Carlo modeling259

3.1 Method260

We soon realized that these events force the instrument to work in conditions of261

extremely high count rate, well above the design specifications. Therefore, a detailed un-262

derstanding of the instrument analog and digital front-end electronics (FEE) is manda-263

tory to properly interpret the measurements. Given the complexity of the FEE design,264

there is no simple reliable algorithm to map an observed pattern back to its parent phys-265

ical photon pattern, therefore we must use numerical simulations of the FEE with a for-266

ward folding approach, as described in this Section. The instrument FEE model is de-267

scribed in Section 3.3. We use this model to explore the TGF fluence and time profile268

parameter space in order to identify plausible scenarios compatible with the observations.269

For these simulations we follow a more detailed approach with respect to that already270

exploited in Marisaldi et al. (2015, 2014). The current approach is outlined in the fol-271

lowing:272

1. We model a RREA spectrum produced at 15 km altitude and use the GEANT4273

toolkit (Agostinelli et al., 2003; Allison et al., 2006) to propagate the photons at274

satellite altitude for the specific viewing geometries corresponding to the case stud-275

ies introduced above, see Section 3.2.276
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2. We use the simulated spectra at satellite altitude obtained in step 1 as input to277

the Monte Carlo simulation code that includes the full mass model of the satel-278

lite. The appropriate incoming direction for the case studies is taken into account.279

The output of this step provides the actual hits in the detector (number of hit de-280

tector units, position and energy deposition in each detector unit).281

3. We consider a TGF as parameterized by two main observables: its fluence at satel-282

lite altitude F and its intrinsic duration expressed in terms of t50. We assume here283

a Gaussian time profile for the intrinsic duration. Note that this duration is com-284

bined with the energy-dependent time spread dependent on transport through the285

atmosphere and observation geometry, obtained as output of step 1 and discussed286

in Section 3.2.287

4. We generate 106 simulated TGFs uniformly distributed in the parameter space288

given by (0.05 cm−2 < F < 1.95 cm−2)× (0.001 ms < t50 < 0.5 ms).289

5. For each simulated TGF, the expected number of counts in MCAL is defined ac-290

cording to F and the average effective area given by simulation results; the time291

series of the counts were randomly extracted according to a Gaussian time pro-292

file with σ = 0.74 t50. The energy-dependent time of arrival of each photon is taken293

into account, see Section3.2.294

6. Each count in the simulated TGF is randomly extracted from the dataset of sim-295

ulated events obtained in step 2 as seen by the detector before the effects of the296

electronics are taken into account297

7. The hit stream is then processed by the FEE simulator, resulting in the list of counts298

(time, energy, detectors hit) as it would be measured by the real detector.299

Figure 5 shows a schematic representation of the simulation flow described above, ev-300

idencing the main processes affecting the observations. This simulation flow maps the301

TGF morphology space (F × t50) into the TGF observed space (Nobs × tobs50 ), where302

Nobs is the observed number of counts and tobs50 is the observed duration.303

3.2 Energy vs. time distributions at satellite altitude306

Simulations presented in previous works (Marisaldi et al., 2015, 2014) assumed pho-307

ton energy and arrival time at satellite as two independent variables. In addition, pho-308

ton energy was sampled from an empirical model of the cumulative TGF spectrum. The309

first assumption is not correct because high-energy photons have a lower probability of310

scattering in the atmosphere than lower energy photons. Therefore, a very short pho-311

ton pulse at the source would result in an asymmetric time profile at satellite altitude,312

with photons in the tens of MeV range basically mapping the source time profile, and313

a delayed tail of Compton-scattered photons in the energy range below a few MeV. When314

pile-up is an issue, as in this case, taking into account the correct energy vs. time pro-315

file of photons is mandatory.316

We addressed this issue by dedicated simulations based on the Geant4 toolkit. Geant4317

is developed by the European Organization for Nuclear Research (CERN) in association318

with a worldwide collaboration. The ability of Geant4 to accurately simulate particle319

propagation for high energy radiation in the atmosphere was extensively tested in Rut-320

jes et al. (2016). For these simulations we used the Option4 electro-magnetic model. The321

atmosphere is simulated between 0 and 150 km altitude, and neglected above. The air322

density / altitude profile follows the NRLMSISE-00 model (Picone, Hedin, Drob, & Aikin,323

2002). The simulation starts from a photon point source with an energy spectrum pro-324

portional to exp (−ε/7.3 MeV) /ε and maximum photon energy 30 MeV. The photons325

are emitted from 15 km altitude, and recorded at 450 km, at several radial distances D326

(the distance between the sub-satellite point and the TGF source footprint). Since it is327

impossible to record particles at the very exact value of D, a small integration interval328

around it is used, that must be less than 2 km to avoid an artificial broadening of the329

–10–©2018 American Geophysical Union. All rights reserved.



manuscript submitted to JGR-Atmospheres

Step 1:
 TGF at satellite's altitude

E

tt1>0

Step 1:
 TGF at source

E

t0

Step 2:
 Energy deposition
 in the detector
E

tt1
t1 = propagation time
from source to satellite

E

tt1

Steps 3-6:
 Account for finite
 TGF duration

E

t

3 counts are detected as
a single high energy count
(pile up)

this count is lost
(dead time)

t1

Step 7:
 Apply the front-end
 electronics response

Figure 5. Schematic representation of the simulation flow. Step numbers refer to the num-

bered items in Section 3.
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Figure 6. Energy vs. time of arrival distribution at satellite altitude for a RREA photon

spectrum. The RREA is produced at 15 km altitude and propagated through the atmosphere for

different source emission geometries and radial distance D from the sub-satellite point.

340

341

342

time distributions of the recorded particles. Two types of beaming were tested: an isotropic330

cone with an opening half angle of θ = 40 degrees, and a Gaussian beam with a σθ =331

15 degrees. Figure 6 shows the resulting energy vs. time of arrival distribution for the332

two photon production angular distributions at source and two distance D from satel-333

lite footprint, the latter corresponding to those for events #10 and #14 respectively (see334

Table 1). These results were also confirmed by custom built software used in previous335

studies (Østgaard et al., 2008). Since there are no significant differences in the energy336

vs. time distributions at satellite altitude between isotropic and Gaussian angular dis-337

tributions at source, for the simulations shown in this paper we have always used the isotropic338

angular distribution.339

For these simulations we assumed an instantaneous photon production at source.343

For practical purposes this means that the production time is shorter than the integra-344

tion time constant of the instrument, i.e. about 4µs in the case of MCAL. When a fi-345

nite t50 is assumed in simulation step 3 we start with the time profile for an instanta-346

neous source and then smooth the arrival time at satellite by a time interval extracted347

random by a Gaussian time profile distribution having the corresponding σ. For σ val-348

ues above few tens of µs the original energy dependence of the time profile is smoothed349

out. However, since many observed high-energy counts belong to short duration TGFs,350
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this effect must be taken into account. At this stage we are still assuming that the time351

profile of a TGF consists of a single pulse. We discuss the possibility of a more complex352

structure of the TGF time profile in Section 4.4.353

We also point out that, since we know the incoming direction for each event in the354

high-energy sample, we perform the Monte Carlo simulations assuming an input paral-355

lel plane wave of photons from the incoming direction corresponding to the specific TGF356

under test. This makes the effects of the counts topology (number of detectors hit, en-357

ergy deposition) more realistic.358

3.3 Front-End Electronics model359

MCAL includes 30 independent detectors (4 of them are permanently disabled due360

to high electronic noise). Each detector consists of a CsI(Tl) scintillation bar read out361

by two large-area silicon photodiodes, one at each edge of the bar, each connected to an362

analog FEE readout chain including charge-sensitive amplifier, a shaper amplifier, a zero-363

crossing discriminator and a sample-and-hold stage. Excluding the 8 chains serving the364

disabled detectors, the system consists of 52 identical and independent analog readout365

chains active at any time. A detailed description of the MCAL instrument is reported366

in Labanti et al. (2009). A trigger is issued independently for each bar based on the sum367

of the signals at both bar’s ends. We developed a model of the analog FEE based on PSpice368

(Personal Simulation Program with Integrated Circuit Emphasis) simulations of the ac-369

tual circuits. Figure 7 shows different working regimes for a single detector readout chain,370

depending on the time separation ∆t between the input signals:371

1. ∆t ≤ 16µs: single trigger on the trailing pulse, the measured amplitude depends372

on both signals amplitude and time separation (Figure 7 panels (a–b)).373

2. 16µs ≤ ∆t ≤ 40µs: single trigger on the leading pulse, the measured ampli-374

tude is the correct amplitude of the leading signal (Figure 7 panel (c)).375

3. ∆t ≥ 40µs: two triggers are issued, both correct amplitudes are collected (Fig-376

ure 7 panel (d)).377

The boundaries at 16 and 40µs between the three operational regimes are also de-382

pendent on signal amplitude. It is clear that dead-time and pile-up effects combine in383

a complex fashion based on photons time of arrival and energy. In particular, regime 1384

can lead to the collection of high-amplitude signals starting from the combination of many385

relatively-low amplitude signals. We target this regime as a viable way to artificially boost386

to high energies the measured spectrum under conditions of high count-rates, as in the387

case of a bright short TGF. Since the electronics chain can trigger again, i.e. the hold388

signal is released, only when the signal goes below a threshold, an arbitrarily long train389

of closely spaced pulses can keep the hold signal always active, i.e. each individual de-390

tector is paralizable.391

Once a trigger is generated by one detector, the trigger signal is sent to the dig-392

ital FEE that handles time-stamping and data acquisition. When a trigger is received393

by the digital FEE, a 2µs long coincidence window is opened: all other triggers collected394

during this window will be regarded as belonging to the initial trigger and will be for-395

matted in a single count with a unique time-stamp. The rationale for this is to account396

for the time jitter and slightly different time constants of different electronic chains. How-397

ever, in case of high count-rate this can result in the incorrect grouping into a single counts398

of hits physically belonging to different events, further boosting to high energies the mea-399

sured spectrum. After the 2µs coincidence window there is a 1µs long blanking time win-400

dow during which no triggers are accepted and the configuration of the triggered bars401

is stored. Given the 1 MHz clock of the system, the combination of coincidence and blank-402

ing time windows makes it impossible to observe counts with time separation shorter than403

typically 4µs. This artificially limits the maximum detectable count rate to 250 kHz, which404
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Figure 7. Simulations of the signals from one of the front-end electronic chains following two

consecutive hits, for different time separation between the two hits (from (a) to (d): 4µs, 12µs,

16µs and 50µs). Red curve: single hit signal output from the shaper amplifier. Blue curve: total

signal. Shaded region: trigger pulse.

378

379

380

381

is more than adequate for detecting cosmic gamma-ray bursts (GRBs), that was the pri-405

mary scientific target for MCAL in the design phase, but results to be marginal in case406

of TGFs. We stress that, while the three working regimes described above act asynchronously407

and independently on each of the 26 active detectors, the counts grouping applies to the408

instrument as a whole, as well as the consequent minimum time separation of 4µs be-409

tween consecutive counts. The FEE model used in this work accounts for all the features410

presented above, starting from the analog signals in each electronics chain.411

4 Discussion412

4.1 Implications on AGILE TGF detection rate413

Figure 3 clearly shows that the selection criteria implemented up to the SC sam-414

ple (Marisaldi et al., 2015) fail to identify about 50% of the TGF associated with WWLLN415

sferics. This loss of sensitivity is mainly due to the cut on maximum count energy, which416

must be definitely modified in the forthcoming TGF searches. This cut effectively re-417

sulted also in an efficient cosmic ray rejection, which otherwise would appear as a con-418

stant background contamination in the longitude and local time distribution of the TGF419

candidate sample. Therefore, relaxing the cut on maximum count energy must be ac-420

companied by an additional rejection criteria for cosmic-ray showers. In Marisaldi et al.421

(2015) we estimated the AGILE yearly TGF detection rate to be ≈ 1000 TGFs/y. If422

the above mentioned undetected fraction holds for all TGFs, and not only for WWLLN-423

associated events, we may expect the detection of up to ≈ 2000 TGFs/y.424

4.2 TGFs in the (fluence × duration) parameter space425

Figure 8 shows the WI (WWLLN-identified) TGF sample in the observed number426

of counts - duration (Nobs×tobs50 ) parameter space (filled circles). The SC (selection cri-427
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teria) sample is shown as a reference (hollow circles). The HE (high-energy) sample (ma-428

genta filled circles) apparently clusters at lower number of counts, lower duration, than429

the low-energy part of the WI sample (black filled circles). The color map refers to a sim-430

ulated dataset for interaction geometry corresponding to event #10 and shows how a uni-431

form distribution of TGFs in the (0.05 cm−2 < F < 1.95 cm−2) × (0.001 ms < t50 <432

0.5 ms) parameter space is mapped onto the observed (Nobs×tobs50 ) space. Although this433

is a special case, and the assumed source distribution is not realistic, this allows us to434

identify several relevant features in the plot. There are two regions in the observed space435

that are not accessible, i.e. TGFs cannot be observed with certain combinations of du-436

ration and number of counts. The bottom right portion of the plot corresponds to long-437

duration low-fluence TGFs. The boundary at 8 - 10 counts is due to the minimum flu-438

ence (0.05 cm−2) chosen for simulations. We set this value simply because of the sensi-439

tivity of MCAL and the selection criteria settings will prevent the detection of TGFs with440

lower fluence. More insightful is the forbidden zone for short-duration high-fluence, i.e.441

high-flux, TGFs shown in the top-left part of the plot. Because of the combination of442

dead-time and pile-up, these events are observed as if they had a much lower fluence. The443

black line shows the maximum number of counts allowed by the 250 kHz detection rate444

limit set by the digital FEE. The line slope is multiplied by a factor 2.44 to account for445

the ratio between t90 and t50 for a Gaussian pulse. This detected flux limit comes from446

the hardware limit set by the digital FEE implementation, that joins together in a sin-447

gle count all counts from all detectors collected within a 4µs time window. The popu-448

lation of short TGFs with t50 ≤ 20µs is very well bound by this line. For longer du-449

rations other effects, presumably dead time and pile-up, dominate the distribution and450

the maximum observed number of counts are lower than the prediction from this max-451

imum rate limit. This is also due to the maximum fluence (1.95 cm−2) simulated in this452

work.453

In Marisaldi et al. (2015) we suggested a physical origin for the Nobs vs. tobs50 be-461

havior of the TGF sample, based on our previous understanding of the MCAL dead time.462

We revise this statement in view of our current understanding of the instrument behav-463

ior. The observed sample fills almost perfectly into the observational parameter space464

allowed by the instrument electronics. This means that the sample is basically shaped465

by the instrument characteristics and we cannot state any intrinsic property of the TGF466

sample, at least for durations lower than ∼ 100µs.467

We point out that this bias due to instrumental effect would affect also the observed468

intensity distribution. In Marisaldi et al. (2014) we obtained an intensity distribution469

well described by a power law with exponent λ = −2.4. This is remarkably compliant470

with the results obtained independently for RHESSI (Østgaard, Gjesteland, Hansen, Col-471

lier, & Carlson, 2012) and Fermi (Tierney et al., 2013) TGFs. However, we point out that472

that result was obtained for a TGF sample biased toward long durations (median du-473

ration 290µs) because observed before the inhibition of the anticoincidence shield described474

in Marisaldi et al. (2015). Looking at the long duration part of the TGF sample shown475

in Figure 8 we note that Nobs is not clustering at the edge of the permitted zone, there-476

fore we might expect that the intensity distribution derived from this part of the sam-477

ple is less affected by instrumental effects. For this reason we can still consider valid the478

results on the intensity distribution presented in (Marisaldi et al., 2014). Conversely, as-479

sessing the true intensity distribution for the TGF population with duration shorter than480

100µs is not straightforward and will require additional work.481

4.3 TGF high-energy spectrum482

Primary goal of the simulation framework described in Section 3 was to understand483

whether a classical RREA spectrum could be responsible for the observed high-energy484

counts. We target case study events #10, #14 and #24 introduced in Section 2, with485

maximum observed energy EMAX of 113 MeV, 67 MeV and 39 MeV respectively. Fig-486
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ure 9 shows color maps of the regions in the (F ×t50) parameter space resulting in at487

least one observed count with energy in the interval EMAX±20%. This margin accounts488

for the expected MCAL energy resolution and systematic error on energy reconstruction489

in the tens of MeV range. The shape of these regions shows that the critical parameter490

is the total flux, for which a proxy is the ratio between fluence and duration. In other491

words it is possible to obtain high-energy counts either with a relatively low fluence for492

a short duration or with higher fluence for a longer duration. The permitted region ex-493

tends towards longer duration if the requirement on EMAX is lower, see the trend from494

panel (a) to panel (c) in Figure 9.495

When, in addition to the requirement on EMAX , we also require duration and ob-502

served number of counts to be compliant to observations, we obtain the contour plots503

overplotted on the color maps in Figure 9. Here we assumed a 20% margin on duration504

and 30% margin on the number of counts, corresponding to the average relative error505

(1σ) resulting by the maximum likelihood technique described previously. Contour lev-506

els (innermost to outermost) indicates the 25%, 50%, 75% and 95% percentiles of the507

total number of counts. Panel (a) shows that, in order to observe an event like #10, with508

90MeV < EMAX < 136MeV the original fluence must be larger than 0.42 cm−2 (95%509

confidence). In order to observe an event like #14, with 54MeV < EMAX < 80MeV510

the original fluence must be larger than 0.24 cm−2 (95% confidence). Tierney et al. (2013)511

reports ten TGFs with fluence larger than 0.20 cm−2 and one with fluence larger than512

0.35 cm−2, out of a representative sample of 106 TGFs detected by Fermi. We observe513

nine events out of 79 with maximum energy larger than 60 MeV (11.4% of the sample),514

roughly in agreement with the 9.4% of the Fermi sample with fluence larger than 0.2 cm−2.515

However, we cannot push this comparison further because of the differences in the se-516

lection criteria applied for the two samples, our criterium in particular being based on517

association with WWLLN sferics, which bias the sample towards shorter, and possibly518

more energetic, TGFs.519

Figure 9 panel (c) shows the interesting case of a TGF (event #24) with EMAX =520

39 MeV, a value close to the maximum expected from a RREA spectrum. Here we can521

see how the 95% contour plot bends towards a region of relatively low fluences and longer522

durations, which is less affected by instrumental effects. This means that the observed523

39 MeV count can be the true energy of a single photon. However the core region of the524

(F × t50) parameter space compatible with observations still corresponds to short du-525

rations and very high fluences, whose related observations are likely dominated by pile-526

up and dead time. These conclusions are based on the assumption of a source emitting527

on a uniform wide beam of 40 degrees opening half angle. However, for the considered528

case studies, the photon energy vs. arrival time distribution is not significantly differ-529

ent for the two source emission geometry models considered (see Section 3.2), therefore530

we regard these conclusions independent on the assumed source model. Other case stud-531

ies, with larger source distances to the satellite footprint, would be needed to test the532

source geometry with this approach.533

4.4 TGF fine time structure at the source534

In the previous section we assumed a RREA spectrum produced in a single Gaussian-535

shaped time profile and identified the region in the source parameter space that is com-536

patible with observations. In order to justify the observed maximal count energies and537

event duration we need fluences at the highest edge of the fluence distribution observed538

so far. If we consider the lowest fluences consistent with the allowed regions in Figure539

9 the rate of events with high-energy counts is marginally compatible with expectations540

from the intensity distribution by Fermi. However, we can relax the requirement on flu-541

ence if we allow the pulse duration to be shorter, see the color maps in Figure 9. If this542

were the case, the time profile of a TGF at source could be the superposition of several543

quasi-instantaneous pulses, each of them reflecting an avalanche process, whose envelop544
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plot: fraction of simulated TGFs in the (F × t50) parameter space resulting in at least one ob-

served count with energy in the interval EMAX ± 20%. Contour plot: portion of the simulated

dataset resulting in Nobs and tobs50 compliant with observations, allowing for a ±20% uncertainty
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is detected at satellite altitude as a single pulse because of lack of counts statistics and545

time smearing due to Compton scattering. Pulse superposition was presented in Briggs546

et al. (2010); Fishman et al. (2011) and extensively discussed in Celestin and Pasko (2012)547

as a possible explanation for long-duration TGFs. In particular, Celestin and Pasko (2012)548

suggests that a single instantaneous pulse at source is compatible with the shortest TGF549

durations observed at satellite altitude so far (few tens of µs). This result is supported550

also by our simulations shown in Figure 6. However, another study (Fitzpatrick et al.,551

2014) reports that a single instantaneous pulse is not capable to explain the spectral be-552

havior of TGFs detected by Fermi and suggests that an intrinsic source pulse duration553

of at least few tens of microseconds is necessary. Magnetic field measurements reported554

in Cummer et al. (2011) are indicative of a current component mimicking the gamma-555

ray light curve of a TGF detected by Fermi supporting the scenario of a long-duration556

(tens of microseconds) production process at the source.557

In case of a pulse at the satellite with duration shorter than the integration time558

constant of the detector (≈ 4µs) we expect MCAL to detect a single count with total559

reconstructed energy dependent on the pulse fluence. Given the few microseconds spread560

due to photon transport through the atmosphere, this pulse could correspond to a much561

shorter (sub-microsecond) photon burst at the source. We investigated the possibility562

for such pulses by searching the high-energy dataset for counts with E > 30 MeV and563

with a time difference with respect to the previous count larger than 10µs and lower than564

200µs. The minimum time difference is set in order to be sure that there is a real time565

separation between consecutive counts and the effect cannot be ascribed to the counts566

grouping performed at the digital FEE level (see Section 3.3). The maximum time dif-567

ference is set in order to be reasonably sure that the count is associated to the TGF and568

not just a background count. We found three events out of 22 (the total number of events569

in the high-energy sample, excluded the spurious events) with counts satisfying those con-570

ditions. Given the limited statistics, we cannot exclude that these events are due to chance571

association to background high-energy counts, as discussed in Section 2. Given the back-572

ground rate above 30 MeV we can expect to have on average two high-energy background573

counts in the high-energy sample, excluded the spurious events, the probability of hav-574

ing three being a non negligible value of 0.19. Therefore, we conclude that the presented575

data do not show any clear evidence of a fine time structure of TGFs.576

Recently it has been proposed (Dwyer & Cummer, 2013; Mezentsev, Lehtinen, stgaard,577

Prez-Invernn, & Cummer, 2017) a method to investigate the TGF fine time structure578

at the source based on the spectral characteristics of the associated Very-Low Frequency579

(VLF) sferics. We searched for VLF measurements associated to the high-energy sam-580

ple from the sensors managed by the Duke University (North Carolina, USA) but no good581

associations were found. This search should be repeated with a larger sample.582

5 Summary and Conclusions583

This study shows that it is possible to explain the observed high-energy counts by584

a classical RREA production spectrum, after the correct energy-dependent photon trans-585

port through the atmosphere and the detailed model of the MCAL front-end electron-586

ics are properly taken into account. Data for the WWLLN-identified dataset can be ac-587

cessed at URL http://www.ssdc.asi.it/mcalwtgfcat/. The fraction of events with588

high-energy counts is roughly in agreement with the fraction of high-fluence (F > 0.2 cm−2)589

events detected by Fermi although the limited size of the samples and the different se-590

lection criteria may affect this result. Although RREA provides an acceptable explana-591

tion to the AGILE observations, solving a seven-years old controversy, it cannot be ruled592

out that a deviation from the RREA spectrum at high-energy may still exist. In other593

words, a harder spectrum than RREA as input to the simulations described in Section594

3 could still provide an acceptable solution region in Figure 9. This possibility can be595

explored further by simulations, but high-quality measurements in the tens of MeV regime596
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are needed. AGILE GRID data can be exploited further for this purpose. Concerning597

the fine time structure of TGFs, our measurements do not show any clear evidence of598

a fine time structure of TGFs on microsecond time scale. Finally, valuable insight both599

on the TGF high energy spectrum and time structure will be provided by the Modular600

X- and Gamma-ray Sensor (MXGS) of the recently launched ASIM mission (Østgaard601

et al., 2019), sensitive up to 40 MeV and with a readout electronics specifically designed602

and tailored for the first time to an accurate control of dead time and pile-up effects in603

the TGF high photon flux regime.604
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